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APPENDIX A
DERIVATION OF THE SOLUTION IN (15)

Since the cost in (15) is quadratic, i.e., convex, we differ-
entiate it with respect to X and set it to 0, i.e.,

∂

∂X

(
1

2

∥∥√Fatt(D)⊙ (Lk ∗Rk −X )
∥∥2
F

+
µk + αk

2
∥X −ΨX ,k∥2F

)
= −

√
Fatt(D)⊙

(√
Fatt(D)⊙ (Lk ∗Rk −X )

)
+ (µk + αk)(X −ΨX ,k) = 0 (34)

⇔ (Fatt(D) + µk1+ αk1)⊙X
= Fatt(D)⊙ (Lk ∗Rk) + (µk + αk)ΨX ,k. (35)

Since each element of X on the left-hand side of (35) is
multiplied by a scalar value

(
[Fatt(D)](i1, i2, i3)+µk +αk

)
,

we obtain the closed-form solution in (15) by performing
element-wise division.

APPENDIX B
DERIVATION OF THE SOLUTION IN (21)

The optimization problem in (21) can be reformulated as

minimize
S

∥S −ΨS,k∥2F
subject to ∥PΩ(S)∥F ≤ δk.

(36)

We solve this problem by using Theorem 1 from [1]. For the
elements (i1, i2, i3) /∈ Ω, the solution is given by

PΩC(Sk+1) = PΩC(ΨS,k), (37)

since it is apparent that Sk+1(i1, i2, i3) = ΨS,k(i1, i2, i3). For
the elements (i1, i2, i3) ∈ Ω, we first denote Z = PΩ(S) and
W = PΩ(ΨS,k) for simpler notations. Then, the optimization
in (36) can be rewritten as

minimize
Z

∥Z −W∥2F
subject to ∥Z∥2F ≤ δ2k.

(38)

We define the Lagrangian function for (38) as

L(Z, ν) = ∥Z −W∥2F + ν(∥Z∥2F − δ2k),

where ν is the Lagrange multiplier for the constraint. Then,
the optimal Z can be obtained by solving the Karush-Kuhn-
Tucker conditions [2], i.e.,

∥Z∥F − δk ≤ 0, (39)
ν ≥ 0, (40)

ν(∥Z∥F − δk) = 0, (41)
(1 + ν)Z −W = 0, (42)

where 0 is the zero tensor. By substituting Z from (42)
into (41), we obtain

ν(∥Z∥F − δk) =
ν

1 + ν
{∥W∥F − (1 + ν)δk} = 0. (43)

We consider two cases.

Case 1: ∥W∥F < δk. Then, ∥W∥F − (1+ ν)δk < 0, and thus
ν = 0 from (40). Therefore, we have Z = W .

Case 2: ∥W∥F ≥ δk. In this case, ∥W∥F − (1 + ν)δk = 0.
Then, from (42), we have Z = δk

∥W∥F
W .

By combining the two cases, we obtain the optimal Z as

Z = PΩ(Sk+1) = min

{
δk

∥PΩ(ΨS,k)∥F
, 1

}
PΩ(ΨS,k).

(44)
Since Sk+1 = PΩC(Sk+1) +PΩ(Sk+1), from (37) and (44),
we obtain the solution in (21).
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